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Abstract Cloud data centers are playing an important role
for providing many online services such as web search, cloud
computing and back-end computations such as MapReduce
and BigTable. In data center network, there are three basic
requirements for the data center transport protocol such as
high throughput, low latency and high burst tolerance. Unfor-
tunately, conventional TCP protocols are unable to meet the
requirements of data center transport protocol. One of the
main practical issues of great importance is TCP Incast to
occur many-to-one communication sessions in data centers,
in which TCP experiences sharp degradation of throughput
and higher delay. This important issue in data center networks
has already attracted the researchers because of the devel-
opment of cloud computing. Recently, few solutions have
been proposed for improving the performance of TCP in data
center networks. Among that, DCTCP is the most popular
protocol in academic as well as industry areas due to its bet-
ter performance in terms of throughput and latency. Although
DCTCP provides significant performance improvements,
there are still some defects in maintaining the queue length
and throughput when the number of servers is too large. To
address this problem, we propose a simple and efficient TCP
protocol, namely NewDCTCP as an improvement of DCTCP
in data center networks. NewDCTCP modified the conges-
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tion feedback and window adjusting schemes of DCTCP to
mitigate the TCP Incast problem. Through detailed QualNet
experiments, we show that NewDCTCP significantly out-
performs DCTCP and TCP in terms of goodput and latency.
The experimental results also demonstrate that NewDCTCP
flows provide better link efficiency and fairness with respect
to DCTCP.
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1 Introduction

Cloud computing is emerging as an attractive Internet service
model [1]. A data center network is the key infrastructure
of cloud computing and big data, which has facilities with
hundreds of thousands of servers and network equipments
to provide different kinds of services and applications for
government systems, academic and communications [2]. The
key goal of data center network is to provide efficient and
fault-tolerant routing services to the applications of upper
layer and to interconnect the massive number of data center
servers. With the rise of cloud computing, data center services
are in high demand and large IT enterprises such as Google,
Amazon, IBM and Microsoft have built their own data centers
to provide cloud services, which becomes an important role
in the future growth of Information and Communications
Technology (ICT) industry [3,4]. Data center networks are
finely designed and layered to achieve high bandwidth and
low latency. As aresult, the data center environment is highly
different than that of the Internet, especially in terms of round
trip time (RTT) [5]. The main characteristics of a data center
network are high-speed links, limited-size switch buffers, low
propagation delays and fault tolerance. The performance of
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data centers is significantly affected by the communication
networks, since all the applications of data center networks
are distributed in nature [6]. As a result, it is important to
analyze the characteristics of data center traffic for designing
efficient networking mechanisms for data centers.

Data center traffic can be classified into three types,
namely elephant traffic, mice traffic and cat traffic [5].
According to recent studies [5—7], above 90 % of network
traffic in a data center is contributed by transmission control
protocol (TCP) due to its reliability of data transmission. In
data center network, there are three basic requirements for
the data center transport such as high throughput, low latency
and high burst tolerance. Unfortunately, numerous deficien-
cies have been observed about the performance of TCP in
data center networks. One of the main practical issues of
great importance to the performance degradation of TCP in
data center networks is TCP Incast, i.e., the drastic through-
put reduction when multiple senders communicate with a
single receiver [8]. When the number of servers is large, this
transmission pattern may overflow the buffer at the switch,
causing packet losses and timeouts.

Recently, few solutions [6—14] have been proposed for
improving the performance of TCP in data center networks.
Among those solutions, data center TCP (DCTCP) is the
most popular protocol in academic as well as industry areas,
proposed as a TCP replacement in data center environment
[11]. Microsoft introduces DCTCP in Windows Server 2012
[15]. DCTCP uses a simple marking mechanism at switches
based on the explicit congestion notification (ECN) [16] algo-
rithm and a few amendments at end hosts to control the
congestion window based on the congestion level of the net-
work. Thus, DCTCP can achieve high throughput and low
latency. Although DCTCP provides significant performance
improvements in throughput as well as latency, it tends to
provide lower throughput when the number of servers is too
large. It is because when the number of servers is small,
switch takes only less amount of buffer space to hold all the
incoming packets [7,9, 10]. On the other hand, when the num-
ber of servers is large, DCTCP is unable to mitigate the TCP
Incast problem due to buffer overflow at the switch, which
leads to the drop of few or more packets in the network [7].
In addition, some parameters and network configuration of
DCTCP show severe oscillations in queue length and degrade
the performance [10].

To address the above problems of DCTCP, we propose a
new data center TCP (NewDCTCP) protocol for improving
the performance of TCP in data center networks in terms of
goodput, latency, link efficiency and fairness. NewDCTCP
mainly consists of two schemes:

e Early congestion feedback This scheme is used for notify-
ing a more up-to-date congestion status to the senders by
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marking the packets using the mark-front strategy instead
of mark-tail policy which is used by DCTCP.

The mark-front strategy helps the senders to avoid heavy
congestion, queue oscillations and frequent timeouts in the
network and thus reduces the performance degradation prob-
lem of TCP due to TCP Incast.

e Rate adjustment This scheme is used to control the sending
rate by modifying congestion window size and maximum
segment size based on the congestion in the network.

The QualNet-based experiments in a typical TCP Incast sce-
nario show that the performance of NewDCTCP significantly
outperforms DCTCP and TCP (NewReno) in terms of good-
put and timeouts with the increase in the number of servers
in many-to-one communication pattern. We also demonstrate
that NewDCTCP flows provide better link efficiency and fair-
ness with respect to DCTCP.

The remainder of the paper is organized as follows. In
Sect. 2, we present a detail description about data center traf-
fic and TCP Incast in data center networks. We then discuss
the motivation including the related work and the limita-
tions of existing ECN-based data center transport protocols
in Sect. 3. In Sect. 4, we discuss the NewDCTCP algorithm
in detail. The performance improvement achieved by NewD-
CTCP algorithm compared to DCTCP and TCP in terms of
goodput, latency, link efficiency and fairness is presented in
Sect. 5. Finally, Sect. 6 concludes our paper.

2 Data center traffic and TCP Incast

In this section, we present the traffic pattern of data center
networks and the major problem that cause the performance
degradation of TCP in data center networks.

2.1 Data center traffic

Figure 1 shows the conventional network architecture for
data centers which is adapted from Cisco [17]. At the top of
the hierarchy, core routers (CR) carry data requests from the
clients in the Internet and are routed to aggregation switches
(S) through the access routers (AR) based on the destination
virtual IP addresses. The high-degree aggregation switches
forward the data requests to the inexpensive top-of-rack
(TOR) switches which provide 1 Gbps link connectivity to
servers mounted on every rack. Each rack typically consists
of tens of servers. The switches at the layer 2 contain two
load balancers (LB) to provide the list of private and internal
addresses of physical servers in the racks. This list defines
the pool of servers that can handle requests to that virtual
IP addresses, and the load balancers spread request across
the servers in the pool. These days the cloud data center
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Fig. 1 Conventional
architecture of data center
network

Internet

Data Center, Layer 3

Layer 2

Table 1 Types of data center traffic

Traffic Size Applications

Elephant 1-50MB Video-demand, Software updates
Mice 2KB Facebook, Google

Cat 1MB YouTube

applications often follow the partition/aggregate traffic pat-
tern. Under this traffic pattern, the higher-level aggregators
receive the data request from the client and then partition into
several pieces and transfer to the workers via the lower-level
aggregators. According to [5,14,18], the data center traffic
can be categorized into three types:

1. Elephant traffic The large background flows form the
elephant traffic. In data center network, the medium num-
ber of concurrent large flows is 1 [12].

2. Mice traffic It consists of latency critical flows. Major-
ity of the traffic is mice traffic or query traffic in data
center network.

3. Cat traffic Short message flows which are normally
used to update control state on the workers. Cat traffic is
time-sensitive.

Table 1 presents the different data center traffic types, mes-
sage sizes and applications. As we mentioned in the above
section, a data center transport needs three basic requirements
such as high throughput, low latency and high burst toler-
ance. However, TCP protocols implemented in data center
networks fail to satisfy these requirements due to the prob-
lem of TCP Incast in many-to-one communication pattern of
data center networks.

2.2 TCP Incast

TCP Incast is a catastrophic drop in the network through-
put that occurs when multiple senders communicate with a

single receiver in high-bandwidth, low-delay networks using
TCP. TCP Incast issue is firstly found in the distributed stor-
age system PanFS [8]. Figure 2 presents a typical TCP Incast
scenario of data center networks. In this many-to-one com-
munication pattern, the client sends barrier-synchronized
data requests to multiple servers via a switch.

Each server stores a fragment of data block, which is
referred to as server request unit (SRU). Upon receiving the
data request, the servers (S) begin to transmit the requested
data simultaneously and it traverse through a bottleneck link
in many-to-one fashion to the client, results in the overflow
of switch buffer size, leading to packet losses and retransmis-
sion timeouts. Effectively, the servers slow down the sending
of requested data, leading to drastic reduction in throughput
[19] which is termed as ‘TCP Incast.” TCP Incast has been
defined as the pathological behavior of TCP that results in
gross under-utilization of the link capacity in various many-
to-one communication patterns [13]. A nice summary of the
preconditions for TCP Incast is stated in [20], where the pre-
conditions are listed as follows:

e High-bandwidth, low-latency networks with small switch
buffers.

e Clients thatissue barrier-synchronized request in parallel.

e Servers that return a relatively small amount of data per
request.

3 Motivation

Recently, TCP Incast becomes a hot research topic in our
research community [1]. In order to improve the TCP perfor-
mance by addressing the issue of TCP Incast in data center
networks, several solutions [6—14] have been proposed from
the aspects of different layers including application layer,
transport layer and link layer. Among those solutions, we
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Fig. 2 Scenario of TCP Incast

Client

are interested in the transport layer solutions, particularly, by
leveraging the ECN [16]-based packet marking mechanism
for identifying the extent of network congestion. This section
presents the recent ECN-based data center transport proto-
cols proposed for mitigating the problem of TCP Incast in
data center networks and discusses the limitations of existing
ECN-based data center transport protocols.

3.1 Related work

As we mentioned in Sect. 2, the main reason of TCP Incast is
the frequent retransmission timeouts caused by packet losses
due to network congestion. As a result, detection of network
congestion is important for mitigating the problem of TCP
Incast.

The packet marking mechanism of ECN is one of the
efficient and most popular way for detecting the congestion
status of the network. In data center networks, few proto-
cols are proposed for improving the performance of TCP
by leveraging the packet marking scheme of ECN. In this
subsection, we explain the ECN-based data center transport
protocols proposed for solving the problem of TCP Incast in
data center networks.

3.1.1 DCTCP

Alizadeh et al. [11] proposed a TCP like host-based proto-
col, named DCTCP, designed to operate with very low buffer
occupancies, without the loss of throughput for data cen-
ter networks. The goal of DCTCP is to achieve high burst
tolerance, low latency and high throughput, primarily by
reacting to congestion in proportion to the extent of conges-
tion. For detecting network congestion, DCTCP adopts the
packet marking mechanism of ECN. However, the standard
ECN has some major limitations [21,22]. First, echoing back
ECN information from the receiver to the sender takes time.
Second, the notification of congestion from ECN may not be
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timely enough for the sender to make the correct decision
which is suitable for the current network status under all cir-
cumstances [23]. By considering the limitations of standard
ECN, DCTCP employs a very simple active queue man-
agement scheme to mitigate the problem of TCP Incast. In
DCTCEP, if the queue occupancy is greater than a thresh-
old value, DCTCP marks the arriving packets based on the
instantaneous queue length with the Congestion Experienced
(CE) codepoint rather than using the average queue length
like standard ECN. For sending the timely congestion notifi-
cation to the sender, DCTCP sends acknowledgment (ACK)
for every packets, setting the ECN-Echo flag if and only if the
packet has a marked CE codepoint. With these two changes,
DCTCP has greatly improved the throughput of TCP [11].
DCTCP needs only changes in the settings of a single para-
meter on the switches and 30 lines of code changes to TCP,
which makes it easy to deploy.

3.1.2 FITDC

Zhang et al. [24] proposed an adaptive delay-based conges-
tion control algorithm, named TCP-FITDC, to tackle the
problem of TCP Incast in data center applications. The main
goal of this design is to achieve high throughput, low latency
and fast adaptive adjustment for TCP when deployed in data
centers. To achieve this goal, TCP-FITDC proposed two
schemes: marking scheme and adjusting scheme. The first
scheme is motivated by DCTCP. TCP-FITDC utilized the
modified packet marking mechanism defined in [11] from
ECN as an indication of network buffer occupancy and buffer
overflow of the switch. If the queue length is greater than a
single threshold value ‘K, the sender receives a marked ACK,
butunmarked otherwise. Using this scheme, the sender is able
to maintain the queue length of the switch by detecting the
ECN-Echo bits in ACKs. The second scheme of TCP-FITDC
adjusts the sender’s congestion window for controlling the
sending rate based on two classes of RTT values: RTT values
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without ECN-Echo flag and RTT values with ECN-Echo flag.
Whenever the sender receives a RTT value without ECN-
Echo flag, the sender increases its congestion window by
assuming that the level of switch buffer does not exceed the
threshold value.

On the other hand, whenever the sender receives a RTT
value with ECN-Echo flag, the sender decreases the conges-
tion window size to reduce the buffer length of the switch.

3.1.3 TDCTCP

In [6], Das et al. designed a data center transport protocol,
named TDCTCP, to provide high throughput without signif-
icantly increasing the end-to-end delay. TDCTCP changes
were introduced in the DCTCP’s congestion control algo-
rithm and in the dynamic delayed ACK calculation of TCP
retransmission timer. First, TDCTCP modified the conges-
tion control mechanism of DCTCP algorithm to control
the congestion window in the congestion avoidance state
according to the level of congestion in the network. Sec-
ond, TDCTCP resets the value of congestion indicator to
0 after every delayed ACK timeouts for avoiding the stale
value of congestion indicator. Third, for better adapting to the
network conditions, TDCTCP calculates the delayed ACK
timeouts dynamically. These modifications help the senders
to react better to the current congestion state and provide
better throughput.

3.1.4 FaST

In [25], Hwang et al. proposed a fine-grained and scalable
(FaST) congestion control scheme using virtual congestion
window for cloud data center applications. Through analysis,
FaST revealed the scalability limits of the legacy approaches
and observed that the congestion control should be fine-
grained. FaST modified the DCTCP algorithm for improving
the scalability by reducing the segment size according to vir-
tual congestion window size. If the size of the minimum
congestion window falls below one packet, FaST adjusts
the amount of sending data by reducing the segment size to
effectively mitigate network congestion. By doing this, FaST
achieves low query completion times for the short flows gen-
erated by cloud applications, while still showing comparable
average throughput for background traffic. In addition, this
approach is simple to implement and the actual deployment is
easy, as it requires only a small modification at the server side.
Moreover, the authors realized that most of the TCP imple-
mentations could have a problem avoiding the silly window
syndrome function which is generally used to avoid very
small sending windows. In FaST, this function is turned off
only for partition/aggregate cloud applications.

3.2 Limitations of existing ECN-based data center
transport protocols

The existing ECN-based data center transport protocols used
the technique of marking the incoming packets that just
entered the queue when the queue length reaches the specified
threshold value. This type of packet marking policy is called
‘mark-tail.” One of the major limitations of this technique
is its discrimination against new flows [26]. For example,
consider the buffer of the congested switch/router is already
occupied by the old flows and at that time, a new flow joins
in the network. With the mark-tail technique, the router will
mark all the incoming packets from the new flow rather than
marking the packets which are already in the buffer. As a
result, the umarked packets of old flows lead to increase the
size of congestion window, resulting in the usage of more
bandwidth, and the new flow has to backoff due to the reduc-
tion in congestion window size by the marked packets. This
causes a ‘lock-out’ phenomenon [26,27].

That is, in some situations, packets mark or drop from the
tail allows a single connection or a few flows to monopo-
lize switch buffer space preventing other connections from
accommodating packets in the queue [28]. Another limita-
tion is the discrimination against connections with lower RTT
flows [9]. For avoiding the limitations of existing ECN-based
data center transport protocols, NewDCTCP uses mark-front
policy for marking packets by modifying the mark-tail pol-
icy of DCTCP as it is the most popular transport protocol for
data center networks. As shown in Fig. 3, in mark-front pol-
icy, when the queue length is greater than the threshold value
‘K, the switches mark the packets from the front of the queue
rather than marking the incoming packets from the tail of the
queue. This marking technique helps the sender to receive
faster and up-to-date congestion signals than existing ECN-
based protocols and thus avoids packet losses and frequent
retransmission timeouts and thereby mitigate the problem of
TCP Incast in data center networks. In the next section, we
explain NewDCTCP in detail.

4 NewDCTCP algorithm

Based on the above discussions in Sect. 3, we design a
new data center transport protocol called NewDCTCP for
improving the performance of TCP by supporting many-to-
one communication in data center networks. The primary
objective of NewDCTCP is to mitigate the problem of TCP
Incast by reducing the frequent retransmission timeouts and
the loss of packets due to network congestion. For achiev-
ing our goal, we contribute two new schemes in NewDCTCP
such as (1) early congestion feedback and (2) rate adjustment
at the sources. The former scheme is the most important part
of NewDCTCP which is used for conveying the incipient
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Fig. 3 Marking strategies a

mark-tail and b mark-front the queue

Mark packets from the tail of

Mark packets from the front
of the queue

/A Switch buffer Switch buffer
Q>K Q>K
— Unmarked Packets
(a) (b)

congestion signals to the sources as early as possible, and the
latter part is used for controlling the sending rate for reduc-
ing the queue length at the switches based on the congestion
level of the network. We now present our two schemes in the
following subsections.

4.1 Early congestion feedback

To address the important limitations of existing ECN-based
congestion notification mechanism of data center transport
protocols, we propose an efficient packet marking scheme
called ‘Early Congestion Feedback (ECF),” which is able to
inform the senders about the up-to-date congestion status of
the network. In this scheme, we modified the packet marking
mechanism of DCTCP by adopting the mark-front technique
[27] instead of using the mark-tail strategy. In our ECF mech-
anism using mark-front strategy, the switches mark the data
packets which are already in the buffer starting from the front
of the queue rather than marking the incoming packets from
the tail of the queue as shown in Fig. 3. Following are the
advantages of ECF mechanism of NewDCTCP.

1. Ithelps to deliver congestion notification more faster than
DCTCP packet marking mechanism.

2. It helps to control the buffer occupancy at the switch.

It helps to reduce the frequent retransmission timeouts.

4. It helps to improve link efficiency and fairness by avoid-
ing the lock-out phenomenon.

»

As shown in Fig. 4, when the instantaneous queue length
(Q) is greater than the threshold value ‘K, switches mark
the packets which are already in the buffer starting from the
front of the queue with CE codepoint and transfer to the
receiver. The receiver informs the sender via ECN-Echo flag.
As soon as the sender receives the ECN-Echo notification,
it reduces the size of congestion window according to our
rate adjustment scheme and sends the first new data packet.
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Fig. 4 Early congestion feedback of NewDCTCP

This faster and earlier congestion feedback helps the senders
to reduce packet losses from sending more packets to the
congested network and thereby increase the throughput as
well as decrease the queuing delay.

4.2 Rate adjustment

In addition to earlier congestion notification, sending rate
adjustment is another important factor for improving the per-
formance of TCP in data center networks. In data center
networks, the queue length will increase rapidly in a short
time due to the concurrent arrival of burst of flows from mul-
tiple senders to a single receiver [10]. As a result, switch
marks lot of packets and the senders reduce their conges-
tion window size frequently and reduce the performance. In
ECN-enabled TCP, whenever the sender receives an ECN
marked ACK packet, it reduces the size of congestion win-
dow into half even if the network is less congested (in the
case of single ECN marked ACK packet). This will degrade
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the performance of TCP. For avoiding the above degrada-
tion, DCTCP proposes a fine-grained reduction function for
reducing the size of congestion window based on the value
of a.

In DCTCP, whenever the sender receives an ACK with
ECE is set to 1, the sender reduces the congestion window
(cwnd) using Eq. (1),

cwnd < cwnd x (1 —«/2) (1)

where « is calculated from the fraction of marked packets
(F) and weight factor (g) according to Eq. (2)

a=(1—-ga+gxF 2)

If the value of « is near zero, it indicates that the net-
work is congested lightly. On the other hand, if the value
of o is equal to one, it indicates that the network is highly
congested. In the former case, DCTCP congestion window
slightly reduces according to Eq. (1). However, in the latter
case, DCTCP congestion window reduces like normal TCP.
The above adjustment of congestion window improves the
DCTCP sender to control the buffer occupancy at the switch
and thereby increases the throughput of data center networks.
Recent study [29] shows that one of the main problems in the
congestion window estimation of DCTCP is in the choice of
« initialization value. If the value of « is set to zero, the
sender can send as much as packets to the receiver which
leads to packet losses and retransmission timeouts. On the
other hand, if the value of « is set to one, the sender can
minimize the queuing delay but the amount of packets to be
transferred is much smaller. This will effect the throughput of
DCTCP sender. As a result, the initial value of o depends on
the applications that use DCTCP. Another problem is reset-
ting the value of « after retransmission timeout. For solving
this problem, recently, TDCTCP [6] modified the window
adjustment of DCTCP for avoiding the stale value of conges-
tion indicator. However, both DCTCP and TDCTCP needed
additional calculations for estimating the size of congestion
window at the sender side.

By considering the limitations of DCTCP window adjust-
ment algorithm, we propose a simple and efficient mecha-
nism for adjusting the sending rate of senders. In NewD-
CTCP, when the sender receives an unmarked ACK packet,
the sender proceeds like TCP NewReno. On the other hand,
if the sender receives a marked ACK packet, the sender esti-
mates the congestion window size based on the formula (3),

cwnd = max (cwnd/2, @ X mss) 3)
o = number of packet sent
— number of marked ACK packets 4)

where mss is the maximum segment size, and « is the number
of unmarked ACKs that were received in the last window of
data.

Using Eq. (3), the congestion window slightly reduces if
the number of unmarked ACKs is greater than half of the sent
packets. Otherwise, the sender assumes that the congestion
is severe and reduces the window into half for the safety side
by considering the sudden increase in queue length due to
burst of flows. This adjustment of congestion window helps
the sender to control the queue length without using any addi-
tional calculations like DCTCP and TDCTCP at the sender
side and helps to improve the performance in terms of good-
put and delay even in the presence of large number of servers
in the network. Moreover, we considered the situation that
congestion window reduces its value to less than one packet.
This situation is unavoidable in large-scale data centers [9].
If the congestion window consists of one mss and the sender
receives a marked ACK packet, then NewDCTCP reduces its
congestion window according to RFC 3168 [30].

4.3 Working rationale of NewDCTCP

In this section, we describe the working rationale of our
NewDCTCP algorithm as shown in Fig. 5. We modified the
DCTCP packet marking mechanism at the switch side and
the response to marked packets at the sender side. We explain
the algorithms at sender, switch and receiver sides in detail.

4.3.1 Sender side

Whenever the sender receives marked ACK packets, the
sender controls the sending rate by invoking the rate adjust-
ment scheme of NewDCTCP. Otherwise, the sender behaves
same as TCP congestion control algorithms.

4.3.2 Switch side

At the time of receiving packets, the switch calculates the
instantaneous queue length based on the single threshold
value ‘K’ like DCTCP. If the queue length is greater than
K, the switch marks the packets in the buffer from the front
of the queue and sets the congestion experienced bit to the
outgoing packets to the receiver.

4.3.3 Receiver side

NewDCTCP receiver is same like DCTCP receiver. That is,
NewDCTCP receiver sends an ACK for every two packets if
there is no congestion notification from the switch. On the
other hand, if there is congestion notification, the receiver
sends all marked ACK packets to the sender as shown in
Fig. 6. With these simple modifications to sender as well as
switch sides, we can overcome the limitations of DCTCP

@ Springer



Photon Netw Commun

Fig. 5 Working of
NewDCTCP
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<

.
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Fig. 6 ACK generation state machine [11]

and thereby increase the performance of TCP by mitigating
Incast issue in data center networks.

5 Performance evaluation

In this section, we present the performance of our proposed
protocol NewDCTCP through comprehensive simulations
using QualNet simulator [31]. We compare the performance
of NewDCTCP with DCTCP as it is the most popular data
center transport protocol and with NewReno [32] as it is
the widely used protocol in practice [33]. We implemented
DCTCP in QualNet using the source code got from [34]. TCP
NewReno is readily available in QualNet. We first describe
our evaluation methodology including topology, parameter
settings and performance metrics in Sect. 5.1. Then, we pre-
sented the evaluation results in Sect. 5.2.

5.1 Methodology
5.1.1 Topology

Our main goal of this work is to increase the throughput
of TCP by mitigating the problem of TCP Incast which is
caused by partition/aggregate traffic pattern of data center
networks [35]. For achieving our goal, we evaluate the per-
formance of NewDCTCP in a typical network topology for
partition/aggregate cloud applications as shown in Fig. 2.
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In this scenario, the client requests a chunk of data from ‘N’
servers. When the client receives the full amount of requested
data from the servers, it sends another request. However, if
the response data from the servers overflow the buffer space,
itcauses packetloss. As specified in [11,20], the workload we
used in our simulation is fixed volume per server to compare
the performance of NewDCTCP with DCTCP and NewReno.

5.1.2 General parameter settings

To simulate the incast scenario, we used 50 servers connected
to a single client via a switch. The link capacity is set to
1 Gbps and link delay is set to 25 s, RTT 100 s and RTO
min which is equal to 10ms. The buffer size is set to 64
and 256 KB. We vary the SRU size from 10 to 128 KB. The
marking threshold value ‘K’ is set according to [7,11] for
1 Gbps link capacity. The value of the weighted averaging
factor ‘g’ for DCTCP is set to 0.0625 for buffer size 256 KB
and 0.15 for 64 KB. An FTP-generic application is run on
each source for sending the packets as quickly as possible.
We repeated the experiments for 100 times.

5.1.3 Performance metrics
To evaluate the performance of NewDCTCP with DCTCP

and TCP, we use four important performance metrics as men-
tioned in [10]. First, we calculated the goodput as the ratio of
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Fig. 7 Comparison of a goodput and b timeouts of NewDCTCP, DCTCP and TCP with buffer size 64 KB

the total data transferred by all the servers to the client and the
time required to complete the data transfer. Second, we eval-
uated the performance of the above variants in terms of link
efficiency and it is calculated from the number of acknowl-
edged packets (not counting the retransmissions) divided by
the possible number of packets that can be transmitted during
the simulation. Third, we evaluate the flow completion time
as specified in [36] and finally we evaluated the fairness of
NewDCTCP and DCTCP using Jain’s fairness index (JFI)
[37]. The Jain fairness index (JFI) function is expressed as
below,

N 2 N
F(xq,...,xN) = (in) /N x> (i)
i=1 i=1

where x; is the goodput of the ith connection, and N is the
number of connections.

5.2 Results

In this section, we present the results of our evaluation of
NewDCTCP by comparing it with DCTCP and TCP in terms
of goodput, flow completion time, link efficiency and fairness
using a single bottleneck TCP Incast scenario with two dif-
ferent switch buffer sizes and various SRU sizes as stated in
the previous subsection. In addition, we present the perfor-
mance of NewDCTCP in terms of timeouts as it is the main
cause of TCP Incast in data center networks.

Figure 7a shows the performance of NewDCTCP com-
pared to DCTCP and TCP in terms of goodput. The buffer
size we set for this simulation is 64 KB with SRU sizes 64
and 128 KB. From the result, we observe that even we used a
smaller buffer size, the performance of NewDCTCP is iden-
tical to 64 and 128 KB SRU till about 45 senders. That means,
the goodput of NewDCTCP does not vary much with differ-

50 t t t t t

N DCTCP

NN TCP

40 T mmmm NewDCTCP T

30 + +

20 + +

Flow Completion Time (ms)

10 + T

0 10 20 30 40 50
Number of Senders

Fig. 8 Comparison of flow completion time

ent SRU sizes. However, we see a sudden drop in the goodput
of TCP and DCTCP as the number of senders increases from
10 for TCP and around 25 for DCTCP. This is due to packet
losses caused by the overflow of small switch buffer size.
In our experiment for SRU size 64 KB, the maximum good-
put of TCP is around 850 Mbps, while that of DCTCP is
around 945 Mbps. However, NewDCTCP achieves a good-
put of 981 Mbps. On the other hand, when the SRU size
is 128 KB, the goodput of DCTCP is reduced to 300 Mbps
around 20 senders, while NewDCTCP maintains higher per-
formance. One of the main reasons for this achievement
of NewDCTCP is its earlier congestion feedback and rate
adjustment schemes.

In Fig. 7b, we present the timeouts comparison of NewD-
CTCP using buffer size 64 KB and SRU size 128 KB. As we
expected, NewDCTCP suffers only less number of timeouts
compared to DCTCP and TCP. This is because NewDCTCP
can efficiently control the queue length and thereby allocates
more packets into the queue than DCTCP and TCP and saves
the packets from queuing delay. Figure 8 presents the flow
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completion time of NewDCTCP compared to DCTCP and
TCP with SRU size 10 KB and buffer size 256 KB. The flow
completion time is influenced by the amount of queuing delay
and retransmission time [36]. From the result, we can see that
the flow completion time increases as the number of senders
increases. Compared to DCTCP and TCP, the flow comple-
tion time of NewDCTCP is less than 10 ms when the number
of sender increases to 50. It means that the marking scheme
of NewDCTCP saves the senders from very large number of
packet drops and frequent timeouts. In the case of DCTCP,
the flow completion time is around 25 ms as the number of
senders increases to 50, while that of TCP is 40 ms.

This is because TCP suffers more packet drops and time-
outs due to its inability to detect the congestion of the network
before packet drop. As a result, in the presence of network
congestion either it is light or heavy, TCP can detect upon
the arrival of three duplicate ACKs or timeouts. On the
other hand, DCTCP is able to detect the congestion very
efficiently. However, the fine-grained reduction function of
DCTCP sometimes estimates the size of congestion window
size inaccurately and thereby increases the queuing delay
which results in packets drop.

Figure 9a presents the goodput of NewDCTCP com-
pared to DCTCP and TCP with SRU 128 KB and buffer
size 256 KB. Compared to the result in Fig. 7a, in Fig. 9,
we observe that the performance of NewDCTCP, DCTCP
and TCP improves with increase in buffer size. However,
the goodput of DCTCP degrades around 475 Mbps after 35
senders. The reason is, the senders of DCTCP suffer from lot
of packet drops due to its overestimation of congestion win-
dow size. On the other hand, NewDCTCP still outperforms
the performance of DCTCP and TCP due to its early conges-
tion feedback using mark-front strategy and rate adjustment
mechanisms according to the level of network congestion.

Figure 9b depicts the performance of NewDCTCP in terms
of flow completion time with SRU size 50 and 100 KB. For

@ Springer

16000 t t t t t t t
o NewDCTCP

15000 L © DCTCP hd . 1

14000 + T

13000 T

Packets

12000 + T

11000 + T

10000 + + t t t t t
10 15 20 25 30 35 40 45 50

Time

Fig. 10 Comparison of the marking schemes of NewDCTCP and
DCTCP

this experiment, we set the buffer size to 256 KB. From the
result, we observed that the flow completion time of NewD-
CTCP with SRU size S0KB is lesser than with SRU size
100KB. As we mentioned above, the flow completion time
increases as the number of senders increases. With SRU size
50KB, the flow completion time is in the order of less than
100 ms upto 50 senders and less than 50 ms upto 35 senders.
In the case of SRU size 100 KB, the flow completion time still
maintains less values. It means that NewDCTCP can achieve
better goodput by reducing frequent retransmission timeouts.
Figure 10 shows the packet marking mechanism of NewD-
CTCP and DCTCP. That means how early the NewDCTCP
marked the packet compared to DCTCP. For this experiment,
we trace the same packets marked by both protocols. In the
traced result, we can clearly find that the marking scheme of
NewDCTCP is much faster than DCTCP.

Next, we evaluate the protocols in terms of link effi-
ciency and fairness. Figure 11a shows the link efficiency of
NewDCTCP with DCTCP according to varying number of
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threshold values ranging from 6 to 20. From the results, we
observed that the link efficiency increases when the value
of threshold increases. Compared to DCTCP, NewDCTCP
can utilize the link more efficiently according to different
thresholds. In small value of thresholds, the link utilization
of DCTCP is slightly low due to the reduction in conges-
tion window size unnecessarily. That is, the sender receives
the congestion signal falsely. However, the link efficiency of
NewDCTCP is better in low as well as high values of thresh-
olds. When congestion is detected, the congestion feedback
scheme of NewDCTCP marks the packets from the front
of the queue which helps to prevent the servers from send-
ing more packets to the congested switch and can avoid the
packet drops and timeouts. In addition, the feedback time of
the mark-front strategy is considerably shorter than that of
the mark-tail method. As a result, the servers can maintain
the lower queue length and can utilize the link efficiently.

Figure 11b presents the evaluation of NewDCTCP com-
pared to DCTCP in terms of fairness. For this experiment,
we use 10 connections and calculate the fairness using the
Jain fairness index as we mentioned in the above section. The
result shows that the fairness of NewDCTCP is satisfactorily
compared to DCTCP.

6 Conclusion

In this paper, we have developed a modified DCTCP protocol
called NewDCTCP for improving the performance of TCP by
mitigating the TCP Incast problem in data center networks.
NewDCTCP modified the packet marking and rate adjust-
ment mechanisms of DCTCP for maintaining low queue
length and high throughput in data center networks. Instead
of using mark-tail strategy for marking packets, NewDCTCP
uses mark-front strategy for sending early congestion feed-
back to the servers and thus avoids frequent timeouts. We

conducted extensive simulation using QualNet to validate
the performance and effectiveness of NewDCTCP compared
to DCTCP and TCP in terms of goodput, flow completion
time, link efficiency, timeouts and fairness. Our experimen-
tal results using the typical TCP Incast scenario show that
NewDCTCP achieves significant improvement in goodput
even when the number of servers is too large. Also, NewD-
CTCP achieves fairly satisfactory fairness index compared
to DCTCP.
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